Is it Logical to Count on Quantifiers? Dissociable Neural Networks Underlying Numerical and Logical Quantifiers
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Abstract

The present study examined the neural substrate of two classes of quantifiers: Numerical quantifiers like “at least three” which require magnitude processing, and logical quantifiers like “some” which can be satisfied using a simple form of perceptual logic. We assessed these distinct classes of quantifiers with converging observations from two sources: functional imaging data from healthy adults, and behavioral and structural data from patients with corticobasal degeneration, who have acalculia. Our findings are consistent with the claim that numerical quantifier comprehension depends on a parietal-dorsolateral prefrontal network, but logical quantifier comprehension depends instead on a rostral medial prefrontal-posterior cingulate network. These observations emphasize the important contribution of abstract number knowledge to the meaning of numerical quantifiers in semantic memory and the potential role of a logic-based evaluation in the service of non-numerical quantifiers.
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INTRODUCTION

Numerical knowledge and language are intricately related. We use language to refer to numerical concepts, including cardinal number words (i.e. “one”) and also using certain quantifier terms, such as “most”. However, the exact nature of this relationship is a matter of much debate. Most previous analyses have investigated concepts of magnitude, and examined the extent to which language faculties are necessary for precise numerical understanding. In this study, we adopt an alternate approach; that is, we examine words whose conceptual representation depends on knowledge of magnitude.

The processes underlying numerical comprehension have received increased attention recently (Ansari & Dhital, 2006; Cantlon & Brannon, 2006; Cohen Kadosh, Cohen Kadosh, Kaas, Henik, & Goebel, 2007; Piazza, Pinel, Le Bihan, & Dehaene, 2007). Although regions near
the intraparietal sulcus are associated with simple magnitude judgments and mathematical computation (Dehaene, Piazza, Pinel, & Cohen, 2003), some complex numerical manipulations appear to depend in part on linguistic mediation, as suggested by their reliance on perisylvian language regions (Buldo & Dronkers, 2007; Dehaene et al., 2003). However, language abilities are not necessary for all aspects of number meaning; other aspects of number knowledge, such as the appreciation of quantity, or magnitude comprehension, can be demonstrated in preverbal infants and primates, who lack advanced language abilities (Cantlon & Brannon, 2007; Xu, Spelke, & Goddard, 2005).

Quantifier terms are noun phrases which we believe may also rely in part on a magnitude comprehension system. These terms are common in daily speech, yet we know little about their neural basis. A quantifier is a noun phrase that asserts a property from a set and maps this to a truth-value (Clark & Grossman, 2007; Frege & van Heijenoort, 2000). There are several distinct classes of quantifiers defined in formal linguistics (Keenan & Stavi, 1986; van Benthem, 1986), and we focus on two in the current study: Cardinal and Aristotelian. Cardinal quantifiers, which we refer to as “numerical quantifiers” from this point forward, are based in part on knowledge of magnitude. Consider the sentence “At least three scientists drink coffee.” The comprehension of this sentence relies on the magnitude expressed by “three”. If only two coffee-drinking scientists can be identified, then the statement is false. This can be contrasted with Aristotelian quantifiers, which we will refer to as “logical quantifiers”, which do not depend on quantity. Logical quantifiers like “some” and “all” are based instead on an elementary logic system that detects the presence of a unique feature. In the sentence “Some scientists drink coffee,” evaluation involves the detection of a single scientist drinking coffee; knowledge regarding precise numerosity is not required. This is equally true for statements such as “All scientists drink tea,” in which identification of a single non-tea drinking scientist falsifies the statement. These differences in task requirements between numerical and logical quantifiers suggest that they may be supported by dissociable cognitive mechanisms.

Evidence consistent with the hypothesis that two distinct cognitive systems support separate classes of quantifiers would come from the identification of a distinct neural network associated with each class of quantifier. As noted above, numerical quantifiers appear to depend on a quantity-based system to determine their conceptual accuracy. Much evidence from patient observations (Cipolotti, Butterworth, & Denes, 1991; Cohen, Dehaene, Chocon, Lehericy, & Naccache, 2000; C. H. Halpern et al., 2004) and fMRI studies (Dehaene et al., 2003; Simon, Mangin, Cohen, Le Bihan, & Dehaene, 2002) associates magnitude knowledge with the intraparietal sulcus (IPS). Although the exact function of the IPS in assessing numerical information has not been fully clarified, previous neuroimaging studies have demonstrated that this region responds in a ratio-dependent manner to magnitude judgments. Thus, for a quantified statement containing “at least three” to be true, IPS is important for evaluation of the magnitude information present in this statement. Because the criterion (“three” in the example) must be kept in mind while perceptual information is evaluated, comprehension of numerical quantifiers may also depend on dorsolateral prefrontal (dlPFC) brain regions to support working memory. This demand might be particularly high when numeric computations require serial maintenance (Botvinick & Watanabe, 2007).

Logical quantifiers appear to require a simple decision-making mechanism adapted to interpret relatively constrained alternatives and support of a selective attentional system. Logical quantifiers thus may depend in part on rostral medial prefrontal cortex (rmPFC), which plays a role in simple decision-making about dichotomous events in the environment (Gilbert, Spengler, Simons, Frith, & Burgess, 2006) such as attending to and interpreting the occurrence of exceptional events. This area may work together with an attentional mechanism in posterior cingulate cortex (PCC) that involves selective attention to visual-perceptual stimuli (Dana M. Small et al., 2005; D. M. Small et al., 2003). To determine that a quantified statement containing
“some” is true, for example, the set of items must be attended, and a dichotomous decision about seeing at least one of the specified targets must be made.

To assess the neural networks supporting numerical and logical quantifiers, we designed a task in which participants viewed serial arrays of familiar objects and then judged the accuracy of a simple statement containing a quantifier. We used a serial presentation for several reasons: This design most appropriately allows us to model the processes involved in quantifier meaning, without confounds presented by potential differences in making decisions about the stimuli. Additionally, a serial presentation minimizes potential visual processing associated with parietal cortex (Hubbard, Piazza, Pinel, & Dehaene, 2005). Statements included logical quantifiers like “some” and “all,” such as “Some of the balls are blue.” Other statements featured numerical quantifiers like “at least three,” such as “At least three of the flowers are red.”

Converging evidence to support two distinct classes of quantifiers was obtained from two sources. First, we monitored regional brain activity with BOLD fMRI while healthy young adults performed this task. We expected distinct patterns of activation for each class of quantifiers. This included rmPFC and PCC activation for logical quantifiers, and IPS and dlPFC activation for numerical quantifiers. Secondly, we collected behavioral data from patients with focal cortical neurodegenerative disease, and we examined the neuroanatomic distribution of disease with voxel-based morphometry (VBM) analyses of high resolution structural MRI scans. Corticobasal degeneration (CBD) is a rare neurodegenerative condition that causes parietal lobe disease (Murray et al., 2007). This results in deficits on tasks assessing number knowledge (C. Halpern et al., 2004; C. H. Halpern et al., 2004). Even though these patients do not have aphasia, we hypothesized that numerical quantifiers would be selectively impaired in these patients due to their parietal disease. If we are correct about the distinct nature of the two quantifier systems, we would expect that their comprehension of numerical quantifiers would be worse than their comprehension of logical quantifiers.

METHODS

Participants

We assessed 14 healthy adult participants from the University of Pennsylvania community in the fMRI study. Participants ranged in age from 20–28 years ($M = 24.4, SD = 2.70$) and had an average of 15.6 years of education. All were right-handed native English speakers, in good health, and none were taking any medication known to affect cognitive function or brain activity.

We also examined 13 patients diagnosed with CBD (mean ±S.D. age = 64.1 ±9.6 years; mean ±S.D. education = 14.3 ±3.3 years; mean ±S.D. disease duration = 49.0 ±26.1 months; mean ±S.D. MMSE = 22.9 ±3.3). All patients were identified in the outpatient clinic of the Department of Neurology at the University of Pennsylvania Medical Center. The clinical diagnosis was made by a board-certified neurologist with expertise in the diagnosis of dementing conditions (MG). We are unaware of any published consensus criteria for the clinical diagnosis of CBD, although experts have suggested specific clinical features that may be important in diagnosing CBD (Litvan et al., 2003; Riley & Lang, 2000). The criteria we developed, based on a review of literature concerned with clinical–pathological diagnosis of CBD and our own autopsy series (Murray et al., 2007), include the insidious onset and gradual progression of: apraxia, cortical sensory deficit, gait instability and axial rigidity, and/or asymmetric extrapyramidal features such as myoclonus, dystonia, and limb rigidity, but little resting tremor. These patients did not have aphasia as determined by clinical evaluation. To assess regional cortical atrophy in these patients, we compared the gray matter images of a subset of CBD patients (n=8) who had volumetric MRI scans to 8 healthy adults (mean ±S.D.
Procedure

Subjects and patients determined the accuracy of grammatically simple, written propositions containing a quantifier (e.g. “Some of the balls are blue”) that probed a color feature of a familiar object (e.g. balls, flowers, cars, shirts, hats, stars) in a serially presented visual array (Figure 1). Stimuli were presented serially to minimize the potential visual-spatial confound associated with scanning a single array consisting of many objects presented at one time (Hubbard et al., 2005). An event-related design was used, and 144 statements containing one of six different quantifiers were presented in a fixed pseudorandom order where no more than three stimuli of a particular type occurred consecutively in the stimulus series. Statements contained quantifiers that were either logical (some, all), or numerical (consisting of the quantifiers at least three, more than two, even, and odd). We included parity quantifiers (even, odd) because we wanted to test a range of numerical quantifiers. Parity judgment tasks are frequently used in numerical discrimination tasks, and consistently show automatic access to numerical magnitude (Dehaene, 1997). For the purpose of this experiment, parity quantifiers provided an additional numerical stimulus without an increase of working memory demands beyond those of counting. To ensure that these were an acceptable stimulus to include as numerical, we directly contrasted the main effects of parity and cardinal quantifiers. There were no activation differences between these two subtypes.

Each trial began with a 3 s presentation of the proposition containing a quantifier. Pictures of the objects were then displayed, one at a time, for 1.5 s each. The number of stimuli in the array varied between 4, 6, or 8 objects. We used small numerosities in the numerical quantifiers and small numbers of total objects to minimize the risk that CBD patients would not be able to perform the task due to their number limitations. Following the serial array, the initial statement was again presented concurrently with a “Yes or No” probe. This remained on the screen for a maximum of 3- s or until subjects responded using a keypad. Between each trial, an inter-trial interval of 3, 6, 9, or 12 seconds was used, during which a white, blank screen was displayed. Participants were trained ahead of time on the experimental method with several practice items, and all participants appeared to understand the task and the procedure for indicating their judgments during the practice session prior to the experiment.

Functional imaging procedure and analysis

The experiment was carried out at 3T on a Siemens Trio scanner (Siemens Medical Systems, Erlangen, Germany). Each imaging study began with a 3D MPRAGE protocol (TR=1620 msec, TE=30 msec, 192 × 256 matrix), acquiring 1 mm isotropic voxels to determine regional anatomy. BOLD fMRI images were then acquired to detect alterations in blood oxygenation accompanying increased mental activity. All images were acquired with fat saturation, 3 mm isotropic voxels, flip angle of 15°, TR=3000 msec, TE_{eff}= 30 msec, and a 64 × 64 matrix, acquiring 45 contiguous axial slices through the entire brain every 3 sec.

Individual subject data were then prepared for analysis using SPM5, developed by the Wellcome Trust Centre for Neuroimaging (http://www.fil.ion.ucl.ac.uk/spm/software/spm5). The images in each subject’s time series were registered to the initial image in the series. The images were then aligned to a standard coordinate system using the MNI152 average brain template. The data were spatially smoothed with an 8 mm FWHM isotropic Gaussian kernel to facilitate statistical analyses and to account for local variations in activation and sulcal anatomy across participants. Low-pass temporal filtering was implemented by controlling auto-correlation with a first-order auto-regressive method.
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After eliminating judgment errors (mean ±S.D. accuracy = 93.6% ±3% correct), a random-effects model was used to analyze neural activation for each type of quantifier. We modeled each object as an event beginning with the first object after the quantified statement, and ending when the statement had been satisfied. For example, for the statement “At least three stars are yellow,” we modeled all object presentations as events from the first star until the third yellow star. We used this analysis method because multiple stimuli contribute to the ability to make the final judgment. Additionally, the point of decision does not necessarily occur at the time of response, but, when the final object necessary to assess the statement’s validity is presented. For example, “some of the stars are yellow” can be verified at the occurrence of the first yellow star, while “an even number of stars are red” can only be assessed after all stimuli are presented. Event onsets times were convolved with a canonical hemodynamic response function to estimate their potential contribution to the fMRI data. We then contrasted the main effects associated with the two quantifier classes with each other. These analyses were performed in each individual, and these contrasts were then entered into a second-level analysis to assess group effects. We used a voxel-wise threshold of p < .001. To control for false positives, we required the peak voxel in a cluster to pass a threshold of p < 0.05 with a false discovery rate (FDR) correction for multiple comparisons. Using this procedure, all clusters also had a cluster-level significance of p < 0.001.

Regions of interest (ROIs) were identified using the significant clusters identified in the contrasts summarized in Table 1. They were extracted using the MarsBaR toolbox in SPM5 (Brett, Anton, Valabregue, & Poline, 2002). This averages the time series across the cluster, and uses information about conditions in order to extract a parameter estimate for each condition. After ROIs were determined, the time series information was extracted from the main effect analysis.

To examine the degree to which the activated regions worked together, we analyzed intersubject correlations in activation. We assume that if active regions are working in a coordinate fashion, they will covary across participants. For each ROI we extracted the mean level of activity expressed by the mean beta value from our model. We performed pairwise bivariate correlations on these values between the two networks we identified.

**Structural imaging procedure and analysis**

Analysis of patients’ structural images was performed using voxel-based morphometry (Ashburner & Friston, 2000). We compared regional gray matter intensity in CBD patients to that of age-matched control subjects. Each imaging study involved a high resolution, 3D MPRAGE protocol (TR=1620 msec, TE=30 msec, 192 × 256 matrix), acquiring 1 mm isotropic voxels. Preprocessing of the images was performed using a generative model that combines tissue segmentation, bias correction, and normalization using tissue probability maps (Ashburner & Friston, 2005). Total gray matter signal was preserved by scaling the intensity of each voxel by its change in volume during the normalization process (Good et al., 2001). The resulting gray matter images for each subject were visually inspected to ensure they were free from obvious defect. Each image was smoothed with an isotropic Gaussian kernel of 12 mm FWHM. We used a voxel-wise threshold of p < 0.01. We accepted clusters in which the maximum voxel had a Z-score of > 3.14 (equivalent to p < .001 uncorrected), with an extent criterion of 50 voxels.

**RESULTS**

**fMRI Studies in Healthy Adults**

Participants were significantly faster at judging the accuracy of logical quantifiers (t(13) = 4.86 p < 0.001); mean r.t. ±S.D. logical = 869 ±320 msecs; mean r.t. ±S.D. numerical = 1110 ±461 msecs.
Comparisons of activation between numerical and logical quantifiers are shown in Figure 2, and listed in Table 1. Figure 2, Panel A shows that logical quantifiers significantly activated rmPFC and PCC relative to numerical quantifiers. By comparison, we observed significant bilateral activation of the intraparietal sulcus, right dlPFC, and left precentral regions for numerical quantifiers relative to logical quantifiers.

We confirmed these dissociated activation patterns by creating a region of interest (ROI) for each significantly activated area and examining the parameter estimates associated with each class of quantifier for each region. Parameter estimates are illustrated in the subviews of Figure 2, Panel C. The IPC ROI was recruited for numerical quantifiers, but this region was not activated for logical quantifiers. The ROI in rmPFC was positive only for logical quantifiers but not numerical quantifiers.

We then correlated the activations seen during the time series associated with logical and numerical quantifiers. These correlations were based on the mean beta value extracted from the ROIs as described in the Methods. Results of this analysis are displayed schematically in Figure 2C and listed in Table 2. In Figure 2C, a line between two regions indicates a significant correlation, and the number next to the line is the Pearson r value from the bivariate correlation. During judgments of logical quantifiers, we observed a significant correlation in activation between rmPFC and PCC. However, neither of these regions correlated significantly with IPC or dlPFC. Likewise, we observed a significant correlation between IPC and dlPFC during judgments of numerical quantifiers, but these areas did not correlate with rmPFC or PCC. These observations emphasize the double dissociation between the networks activated for numerical quantifiers and logical quantifiers.

**Results in Patients with Corticobasal Degeneration**

The distribution of cortical atrophy in these CBD patients is illustrated in Figure 3, and Table 3 summarizes the coordinates of the peak voxels in these atrophied clusters relative to the group of age-matched healthy seniors. CBD patients have parietal disease involving the intraparietal sulcus, but they do not have medial prefrontal disease. This is consistent with their impairment on quantifiers that rely on number knowledge, and their spared comprehension of logical quantifiers that depend on a form of simple perceptual logic.

The same task was administered by computer to patients with CBD. Non-demented patients with idiopathic Parkinson’s disease (PD) served as a brain-damaged control group (n = 8; mean ±S.D. age = 62.6 ±10.6 years; mean ±S.D. education = 15.1±3.4 years). CBD patients were impaired on both conditions relative to the PD control group ((logical: t(19) =3.51 p<.01; numerical: t(19) =4.24 p<.001). As summarized in Figure 3, CBD patients were significantly impaired on numerical quantifiers relative to their comprehension of logical quantifiers (t(12) = 4.86 p < 0.001); mean accuracy ±S.D. logical = 85.1 ±9.9; mean accuracy ±S.D. numerical = 67.2 ±17.3. There were no accuracy differences between the two conditions for the PD control group (t(7) = 1.59 p=.155); mean accuracy ±S.D. logical = 97.8 ±2.3; mean accuracy ±S.D. numerical = 96.6 ±3.9.

**DISCUSSION**

Our findings demonstrate that two dissociable neural networks contribute to quantifier meaning. Numerical quantifiers are supported by a parietal-dorsolateral prefrontal network that depends on quantity-based or numerical processing. Logical quantifiers are associated with rostral medial prefrontal cortex that plays a crucial role in a form of elementary logic, supported by a selective visual-spatial attention mechanism in posterior cingulate cortex. Converging evidence supporting this double dissociation comes from fMRI studies of healthy adults and patients with CBD. We discuss each of these quantifier networks below.
Role of parietal regions in numerical quantifier comprehension

The role of the IPC, and the intraparietal sulcus in particular, is well known in magnitude and number processing (Dehaene et al., 2003; Simon et al., 2002). Precise concepts of larger numbers are thought to be mediated in large part by their representation in language (Dehaene, 1997; Dehaene et al., 2003). However, the extent to which certain segments of the lexicon depend on number representation has not been critically examined. In the present study, we found IPC activation in the area of the intraparietal sulcus in association with comprehension of numerical quantifiers. This resembles a previous fMRI study assessing quantifier comprehension (McMillan, Clark, Moore, Devita, & Grossman, 2005). In this previous report using materials similar to the current study, the authors demonstrated activation in right IPC during the comprehension of numerical quantifiers. One potential confound in this previous assessment of quantifier comprehension was that the object arrays under evaluation were presented as a single set of stimuli distributed in space. It could not be definitively stated that performance on the task was not due to spatial processing that is also supported in part by IPC (Simon et al., 2002). The serial presentation design used in the present study minimized this problem since each stimulus was presented in a series in a central location in space.

Converging evidence for the role of IPC in numerical quantifier comprehension comes from the observation that CBD patients have difficulty understanding this class of quantifiers, despite the absence of aphasia or comprehension difficulty. Moreover, patients with CBD have significant IPC atrophy, encompassing the intraparietal sulcus. This parietal disease in these patients is associated with compromised number knowledge (C. Halpern et al., 2004; C. H. Halpern et al., 2004; Murray et al., 2007).

In addition to difficulty with magnitude comprehension, patients with CBD are impaired in their comprehension of quantifiers. Previously, it has been reported that their comprehension of numerical quantifiers is significantly greater than in patients with other neurodegenerative diseases such as frontotemporal lobar degeneration (McMillan, Clark, Moore, & Grossman, 2006). Further support for a separation of cortical support for number knowledge as compared to other domains of semantic knowledge comes from a recent case study of a patient with semantic dementia who had relatively preserved comprehension of quantifiers such as “couple” and “dozen” despite impaired knowledge of objects (Cappelletti, Butterworth, & Kopelman, 2006).

Magnitude knowledge by itself may not be sufficient to convey the meaning associated with a numeric quantifier. Consistent with this notion we also found dlPFC activation for the numerical quantifiers in the current study. This prefrontal region may contribute to serial processing resources needed to maintain the numerosity of an ordered series of the stimuli (Botvinick & Watanabe, 2007; Marshuetz, Reuter-Lorenz, Smith, Jonides, & Noll, 2006) or a general working memory resource necessary to maintain quantities in an active mental state over the period of time needed to evaluate the quantified statement (Smith & Jonides, 1999). Previous studies of quantifier comprehension, including fMRI work (McMillan et al., 2005) and assessments of patients with focal cortical neurodegenerative diseases (McMillan et al., 2006), have not demonstrated reliance on a dlPFC network for numerical quantifiers. However, both of these studies involved judgments about spatially-arrayed objects, which may not require the working memory maintenance of a serial array employed in the current study. Although a serial design allowed us to minimize the potential confound of spatial processing components of object array perception, future work involving a direct comparison of spatial and serial presentations is needed to resolve possible task-related differences between these fMRI studies.

These findings also lend interesting perspective to the dissociable concepts of language and number. Typical tests contrasting language and number rely on tasks manipulating concrete
object knowledge. It is difficult to reconcile the current results with this dichotomy, because quantifier terms are, by definition, linguistic. A study by Butterworth et al. (2001) suggests that preservation of quantifiers may be supported by parietal cortex. Our results are consistent with this interpretation for quantifier terms relying explicitly on magnitude, such as numerical quantifiers. While it seems these terms do not require left temporal cortex typically associated with semantic comprehension, this is not to say that other language processes serve full comprehension of these terms.

**Rostral Medial Prefrontal Cortex and an Elementary Logic Network**

One elementary form of logic is known as perceptual logic, which can be supported by a simple attention-orienting system that detects whether at least one element in an array has a specified property. Evidence from animal models (Watanabe & Huber, 2006) and developmental studies (Piaget, 1970) is consistent with the remarkable conservation of this primitive but powerful form of logic. Logical quantifiers appear to depend in large part on this form of simple logic. These quantifiers require attentional control and interpretation during relatively simple, dichotomous decision-making, such as attending to the presence of a single instance of a stimulus set. For example, the truth value of the statement “Some of the balls are blue” is satisfied with the occurrence of a single blue ball; “All of the balls are blue” is falsified with the occurrence of a single non-blue ball.

Our observations implicate rmPFC and PCC regions in the comprehension of logical quantifiers. We observed activation of these areas during the fMRI study while participants were evaluating sentences containing quantifiers like “some” and “all.” Because participants’ response times were significantly faster for logical quantifiers, it may seem that these stimuli were just easier. However, we do not believe this difference is enough to explain the differential patterns of activations we observed in light of several considerations. Namely, the reaction time data is collected at the point of response for each statement, which does not necessarily correspond to the time at which the meaning and relative accuracy of each statement is assessed. For example, “some” can be verified as soon as a single instance is seen, while “an even number of” can only be evaluated after all objects in an array are viewed. Subjects thus have considerable preparation time prior to a request for a response for the former class of stimuli, but the latter class of stimuli requires additional processing time since the decision can be made only at a point that is immediately prior to the request for a response. Because we are interested in the neural basis for quantifiers and not other processes involved in the final judgment of stimuli, we believe that response times do not accurately reflect the relative difficulty of these stimuli. In order to confirm that these separable networks were not due to item difficulty, we correlated reaction time from logical quantifiers with main effect activations. If activation associated with these stimuli was determined by difficulty, one might expect that more difficult stimuli (reflected by a longer reaction time) would recruit regions of the frontal-parietal network associated with numerical quantifiers. We did not find responses to be correlated with any activity observed in the main effect. These data lend additional support to the idea that the observed reaction time differences are less than ideal measures for assessing task difficulty in this paradigm, and these observations are consistent with a separable network for logical quantifier comprehension. It remains a possibility that the observed dissociation between logical and numerical quantifiers is due to more general differences in attention, object individuation, or working memory demands. We cannot rule out this possibility with the current design, but believe that a future study would serve to verify our hypothesis that these quantifier types differ in the underlying cognitive algorithms necessary for assessment and comprehension (i.e. examining differences between “some” and “at least one”). Because this dissociation is supported by linguistic theory (Keenan & Stavi, 1986; van Benthem, 1986), we believe that the observed differences are indeed due to distinctions in the contributing cognitive mechanisms, and not merely disparities related to difficulty.
Rostral medial prefrontal and posterior cingulate cortices are associated with biasing spatial attention towards areas where significant events are expected to occur (Dana M. Small et al., 2005; D. M. Small et al., 2003). Rostral medial prefrontal cortex has also been implicated in previous functional imaging studies involving simple decision-making about attended features in the environment, particularly when the experimental condition does not require extensive internal processing (Burgess, Dumontheil, & Gilbert, 2007; Gilbert et al., 2006). These observations are consistent with an elementary logical network capable of interpreting the results of dichotomous decisions.

Offering additional support to this notion is the finding that patients with CBD were significantly better with these quantifiers relative to numerical quantifiers, consistent with the absence of extensive cortical atrophy in rmPFC. While CBD patients were impaired with both numerical and logical quantifiers compared to PD patients, their performance with logical quantifiers was significantly better than their own performance with numerical quantifiers. We interpret this relative preservation as a difference between this patient population’s extensive parietal atrophy in contrast to their modest posterior cingulate atrophy.

We note that several previous studies have defined a role for angular gyrus in tasks requiring precise numerical comprehension, possibly related to the verbal mediation needed for precise number knowledge. From this perspective, since all quantifiers require language processing, it is difficult to assess the role of the angular gyrus in a specific class of quantifiers.

The Representation of Quantifier Meaning in Semantic Memory

Our observations are consistent with an abstract coding of number knowledge in the intraparietal sulcus portion of IPC that contributes to numerical quantifier meaning, regardless of the form of input (Piazza et al., 2007). We suggest that this abstract sense of numerosity plays a fundamental role in the comprehension of numerical quantifiers such as “at least three” (Clark & Grossman, 2007). This parallels the way in which perceptual feature representations contribute to object knowledge and the meaning of words like “cup” in sensory-motor theories of semantic memory (Martin, 2007). From this perspective, the meaning of a word that depends in part on a numerical property appears to depend in part on brain regions near where abstract number knowledge is processed. The distinct nature of this quantity-based set of quantifiers is emphasized by its difference from the class of logical quantifiers that depend in part on an attention-mediated feature processing mechanism supported by regions important for simple logical computations.

This may also clarify the basis for the successful use of a subset of quantifier concepts in children and subhuman primates. It has been observed that the child’s acquisition of precise number words is neither necessary nor sufficient to support the comprehension of logical quantifiers like “some” that do not depend on number concepts (Halberda, Taing, & Lidz, 2008). The acquisition of logical quantifiers in children and correct judgments of logical quantifiers in animals thus may be independent of number knowledge and counting ability since logical quantifiers like “some” do not appear to require number knowledge. This is consistent with several developmental studies indicating a grasp of certain quantifier words without full counting ability (Hurewitz, Papafragou, Gleitman, & Gelman, 2006; Papafragou & Schwarz, 2005).

Conclusions

We propose a model of quantifier comprehension that involves two dissociable neural networks. One network involves brain regions important in the representation of abstract number knowledge in the intraparietal sulcus portion of IPC. Together with dlPFC, this network appears to be capable of supporting the comprehension of numerical quantifiers. This is distinct...
from a second, fundamentally distinct network that involves a form of simple, attention-
mediated, perceptual logic that can detect and interpret the occurrence or absence of single
properties of sets. This network is capable of verifying logical quantifiers and is supported in
part by rnPFC, with input from PCC.
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Figure 1.
Schematic of Stimulus Presentation
Figure 2. Functional Activation during Judgments of Quantifiers
Panel A: Activation for Aristotelian quantifiers; Panel B: Activation for numerical quantifiers. Panel C: Network correlation analysis of classes of quantifiers, with significant correlation values, and parameter estimates for activations in each anatomic region for Aristotelian (A) and numerical (N) quantifiers.
Figure 3.
Behavioral Performance and Cortical Atrophy in Corticobasal Degeneration. Panel A: Cortical atrophy of corticobasal degeneration patients as compared to healthy age-matched seniors; Panel B: Histogram illustrating behavioral accuracy for each class of quantifier. Dashed line represents mean accuracy of Parkinson’s disease patients;
Table 1
Activation peaks for Functional MRI Study in Healthy Adults

<table>
<thead>
<tr>
<th>Contrast</th>
<th>Coordinates</th>
<th>Z Score</th>
<th>Cortical Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
<td>z</td>
</tr>
<tr>
<td>Numerical &gt; Aristotelian</td>
<td>−54</td>
<td>−36</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>−36</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>42</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>Aristotelian &gt; Numerical</td>
<td>−24</td>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>−36</td>
<td>−56</td>
<td>−36</td>
</tr>
<tr>
<td></td>
<td>−2</td>
<td>60</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>−2</td>
<td>−24</td>
<td>46</td>
</tr>
</tbody>
</table>
Table 2
Correlations of Activations in Clusters during Judgments of Aristotelian and Numerical Quantifiers

<table>
<thead>
<tr>
<th></th>
<th>rMPFC</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>rMPFC</td>
<td>-</td>
<td>.537**</td>
</tr>
<tr>
<td>PCC</td>
<td>.537**</td>
<td>-</td>
</tr>
<tr>
<td>DLPFC</td>
<td>.254</td>
<td>-.148</td>
</tr>
<tr>
<td>IPS</td>
<td>.408</td>
<td>.054</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>DLPFC</th>
<th>IPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>rMPFC</td>
<td>-.066</td>
<td>-.295</td>
</tr>
<tr>
<td>PCC</td>
<td>.144</td>
<td>.009</td>
</tr>
<tr>
<td>DLPFC</td>
<td>-</td>
<td>.787**</td>
</tr>
<tr>
<td>IPS</td>
<td>.787**</td>
<td>-</td>
</tr>
</tbody>
</table>
### Table 3
Regions of Cortical Atrophy in Patients with Corticobasal Degeneration

<table>
<thead>
<tr>
<th>Coordinates</th>
<th>Z Score</th>
<th>Cortical Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>y</td>
<td>z</td>
</tr>
<tr>
<td>24</td>
<td>−52</td>
<td>50</td>
</tr>
<tr>
<td>40</td>
<td>−74</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>−44</td>
<td>−12</td>
</tr>
<tr>
<td>44</td>
<td>−34</td>
<td>−14</td>
</tr>
<tr>
<td>14</td>
<td>10</td>
<td>26</td>
</tr>
<tr>
<td>−76</td>
<td>−44</td>
<td>46</td>
</tr>
<tr>
<td>−46</td>
<td>−46</td>
<td>−6</td>
</tr>
<tr>
<td>−42</td>
<td>22</td>
<td>−30</td>
</tr>
<tr>
<td>−28</td>
<td>−20</td>
<td>−28</td>
</tr>
<tr>
<td>−42</td>
<td>66</td>
<td>12</td>
</tr>
<tr>
<td>−36</td>
<td>26</td>
<td>64</td>
</tr>
<tr>
<td>−16</td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td>−14</td>
<td>−36</td>
<td>42</td>
</tr>
</tbody>
</table>